Determination of the optical properties of a
two-layer tissue model by detecting photons
migrating at progressively increasing depths
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We have investigated a method for solving the inverse problem of determining the optical properties of

a two-layer turbid model.

The method is based on deducing the optical properties (OPs) of the top layer

from the absolute spatially resolved reflectance that results from photon migration within only the top

layer by use of a multivariate calibration model.

Then the OPs of the bottom layer are deduced from

relative frequency-domain (FD) reflectance measurements by use of the two-layer FD diffusion model.
The method was validated with Monte Carlo FD reflectance profiles and experimental measurements of

two-layer phantoms.

The results showed that the method is useful for two-layer models with interface

depths of >5 mm; the OPs were estimated, within a relatively short time (<1 min), with a mean error
of <10% for the Monte Carlo reflectance profiles and with errors of <25% for the phantom measurements.
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1. Introduction

The optical properties, namely, absorption and scat-
tering coefficients, of tissue provide useful and critical
information about tissue chromospheres, physiological
functions, and structure. Thus the measurement of
these optical properties can be useful in various med-
ical and clinical applications, for example, quantifica-
tion of photosensitized uptakes in photodynamic
therapy, monitoring of blood glucose, and measure-
ment of cerebral and muscle oxygenation. Great ef-
fort has recently been devoted to the determination of
the optical properties of biological tissue by noninva-
sive diffuse reflectance measurements, as first pro-
posed by Groenhuis et al.! In this method a beam of
monochromatic laser light is incident upon the tissue’s
surface, and the optical properties of the tissue are
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deduced from the measured reflectance profile by use
of inverse calculations in a suitable transport model
(inverse problem). Various measurement arrange-
ments and inverse-problem algorithms, including
spatially resolved cw measurements,2-> frequency-
domain measurements,-8 and time-resolved mea-
surements,®1° have by developed by a number of
researchers. The criteria for validity of such mea-
surement arrangements and inverse-problem algo-
rithms in actual clinical applications are determined
mainly by the accuracy of the estimated optical prop-
erties, the time needed to extract and estimate such
optical properties, and the ability to account for non-
homogeneous and layered tissue structure. Al-
though most tissues have layered structures, for
many instrumentation and measurement techniques
it has been assumed that the tissue is homogenous.

Tissue architecture and its effect on estimated op-
tical properties have been studied both theoretical-
Iy1t12  and experimentally.13-15 Other studies
investigated the effect of overlying layers on the per-
ceived volume and on the detected signal of deep
tissues (the brain).16.17 The effect of overlaying lay-
ers on muscle oxygenation measurements was also
studied.’® Few systems and inverse-problem meth-
ods have been used to investigate the reflectance
measured from multilayer tissues, in particular, with
a two-layer model.1419:20  Kienle et al.13-14 developed



an absolute spatially resolved reflectance-measuring
system, using a CCD detector to study multilayer
turbid media, and described a two-layer frequency-
domain (FD) diffusion model for data analysis.4
Pham et al.1° developed a system of FD planar photon
density waves that uses modulation frequencies
ranging from 10 to 1500 MHz. Although the time
needed for deducing the optical properties was short,
at least two parameters had to be known a priori for
reasonable results to be achieved. Alexandrakis et
al.20-22 concentrated on the problem of deducing the
five optical properties, including interface depth, of a
two-layer model that simulates a skin layer (1.5-4
mm) and the semi-infinite underlying fat or muscle
layer. They proposed a hybrid Monte Carlo diffu-
sion model?! and developed a spatially resolved FD
reflectance-measurement system for deducing these
five optical properties.22 However, their experimen-
tal results still showed significant differences from
the theoretical predictions of the hybrid model.

In this paper we investigate the approach of deduc-
ing the optical properties of two-layer tissues by de-
tecting and analyzing the reflectance that results
from photons propagated at progressively increasing
depths such that each layer is characterized sequen-
tially. Although the approach can be extended to
multilayer models in our study we have investigated
only a two-layer model that has a finite top-layer
thickness (2-10 mm) and a semi-infinite bottom
layer. Such a two-layer model has been used success-
fully to model many layered-tissue structures such as
skin (2—4 mm) and underlying fat,'92° brain and over-
lying skull (~10 mm),'¢ and muscle and overlying fat
and skin (4-10 mm).’® We developed diffuse
reflectance-measurement apparatus that measures
spatially resolved cw and FD diffuse reflectance by
using phantoms to simulate the optical properties of
the two-layer tissue. In Section 2 we describe the
proposed method and the procedure used for solving
the inverse problem of deducing the properties of the
two-layer tissue model. In Section 3 we give a de-
tailed description of the apparatus and the measuring
probe design and of the measurement and the calibra-
tion procedures. In Section 4 we clarify and discuss
the intrinsic limits of the technique for deducing the
optical properties of the two-layer medium. This was
done through validation of the method using low noise
Monte Carlo simulated FD reflectance profiles (ideal
measurements). Finally we present and discuss the
results of experimental measurements performed on a
number of two-layer solid phantoms. The uses and
limitations of the method are discussed in detail.

2. Theory

A. Method

Our measuring method is based on a simple concept:
that the addressable depths of photons in a medium
increase with increasing source—detector spac-
ing.23.2¢  Thus the probed depth inside tissue can be
controlled by manipulation of the detector position.
A quantitative estimation of the relation between the
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detector’s position relative to the incident source and
its sensitivity to the optical properties at specific
depths inside the tissue is obtained by use of a
spatial-sensitivity profile.1625 This sensitivity pro-
file indicates the change in attenuation at a certain
spatial point (x, y, z) inside the tissue to the total
detected signal. To determine the contribution of the
attenuation change at a certain depth z inside the
tissue we define the depth-sensitivity profile as follows:

E(z; do, d1) = I;(do, di)n, 1)

where d; is the location of the detection fiber, d, is the
location of the source fiber, n is the number of pas-
sages of the photon through depth z, and I; is the
output intensity of the ith photon. The depth-
sensitivity profile for m scattered photons is then
obtained from

E(z; do, dy) = E E(z; dy, dy). (2)
i=0

Using this representation and using Monte Carlo
simulation, we generated depth-sensitivity profiles
for several detector positions along radial distances
0.5-30 mm. Figure 1 shows an example of this kind
of profile for a number of detector positions. From
these depth-sensitivity profiles we define the maxi-
mum depth probed by a detector at position d as the
depth inside the tissue that has a sensitivity of <5%
of the total signal measured by the detector. A curve
that shows the maximum probe depth for several
radial detector positions is shown in Fig. 2. Thus
from knowledge of the thickness of the tissue layer
investigated we can determine the limiting detector
position for probing certain layer thicknesses inside
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Fig. 2. Maximum depth probed versus source—detector distances.

the tissue. In practice, the layer thickness is usually
known a priori from the general anatomy of the tis-
sue or from ultrasound measurements with errors of
<20%. Thus, based on knowledge of the thickness
of the top layer of a two-layer turbid medium, we
could determine (with >95% confidence) from Figs. 1
and 2 the limiting detector position D1 such that
the detected reflectance for any detector position at
d < D1 will result from photons propagated mainly
within the top layer only. The problem then be-
comes deducing the top layer’s optical properties from
fitting of the reflectance data confined to D1 by use of
a one-layer model and deducing the bottom layer’s
optical properties from fitting of the reflectance data
at detector(s) d > D1 by using an appropriate two-
layer model. The reflectance data used in the fitting
were spatially resolved cw reflectance measurements
and spatially resolved FD reflectance for obtaining
the top-layer and bottom-layer optics, respectively.
In particular, we used absolute spatially resolved cw
reflectance along radial distances in the range 0.5
mm, D = 1 mm to estimate the top layer’s optical
properties. For FD reflectance, which is needed for
the bottom-layer optics, we used the relative phase-
delay data and the relative cw reflectance at a num-
ber of detectors located in the diffusion propagation
regime (i.e., at d > 5 mm from the source) such that
the use of the analytical diffusion approximation
model is valid. The use of such combined absolute
cw and relative FD reflectance measurements to de-
duce top- and bottom-layer optical properties, respec-
tively, was motivated by the results of previous
research,”-14 which showed that use of spatially re-
solved reflectance measurements is best for superfi-
cial (top) layers (1.5-5 mm). The use of FD
measurements, however, was found to be more effi-
cient for estimating the properties of the deep (bot-
tom) semi-infinite layer.1422 It should be noted,
however, that the maximum depth probed for a given
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Fig. 3. Depth-sensitivity profiles for several optical properties
[mm 1] investigated with the same source—detector distance, d =
13 mm.

source—detector distance D1 depended on the optical
properties of the tissue.2* As shown in Fig. 3 for the
same detector position, the maximum depth probed is
increased for tissue with low absorption and scatter-
ing properties. Thus, to use the proposed method to
investigate tissues with optical properties within a
certain range, for example, 0.005 < u, < 2.0 mm !
and 0.6 < p, < 3.5 mm ', which are typical biological
ranges, one should base the limiting source—detector
distance D1 on the lowest optical properties in the
designated range.

Although it was not investigated in this study, the
approach described above could be extended to a mul-
tilayer tissue model. For example, to investigate an
n-layer tissue model we could determine from Fig. 2
the limiting detector positions (d1, d2, d3, ..., dn)
for layers (1, 2, 3, ...n), respectively. The method
then proceeded to fit the optical properties of the first
layer to the measured reflectance data in the FD or in
the steady-state domain confined to detector position
d1 by a one-layer (homogeneous) model. The optical
properties of the second layer were then obtained by
fitting of the reflectance data confined to detector
position d2 by use of a two-layer model with the first
layer’s optical properties known a priori. We ob-
tained the optical properties of the third layer, from
reflectance data confined to d3, by assuming a three-
layer model with the first and second layers’ optical
properties known a priori. The same applies for any
layer n in an n-layer model with only the optical
properties of layer n unknown during the fitting pro-
cedure. A suggested arrangement for extracting the
optical properties of multilayer (>3 layers) tissues is
to use this method with one limiting detector position
for each layer and to generate frequency-resolved re-
flectance measurements (100—-1000 MHz) such that
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each layer’s optical properties can be deduced from
the reflectance measured at this detector only.

B. Inverse-Problem Analysis

For extraction of the top-layer optics from cw reflec-
tance measurements we used the ordinary least-
squares multivariate calibration method.26 The
bottom-layer optics was then extracted by fitting of
the two-layer FD diffusion equation to the FD reflec-
tance measurements, with the top layer’s optical
properties known a priori. The inverse-problem al-
gorithm flow chart is shown in Fig. 4. Monte Carlo
simulations?? were performed to generate the data
base of reflectance profiles that constitutes the cali-
bration model. The Monte Carlo data base of reflec-
tance profiles was generated by multilayer Monte
Carlo simulation, which has been described in detail
elsewhere?® and also was used for generating the
depth-sensitivity profiles and for generating noisy FD
reflectance profiles (see Subsection 4.A below). For
FD reflectance, the Monte Carlo simulation was
solved in the time domain and inversely transformed
to the FD by a fast-Fourier-transform algorithm.
The spatial resolution was 0.2 mm, and the temporal
resolution was 2.5 ps. The tissue’s index of refrac-
tion was assumed to have a fixed value of n = 1.4.
The refractive-index mismatch boundary condition
was accounted for by use of Fresnel Low when the
calibration model data base was generated. We
used the refractive index of air (n = 1) and that of the
probe surface (n = 1.5) in fitting the low-noise Monte
Carlo reflectance profiles and the experimental mea-
surements, respectively. The simulation also ac-
counts, through convolution and integration, for the
known finite size of the source and the detector fibers
used in the experiment. The data base of reflectance
profiles was generated for the source—detector ar-
rangements and geometries identical to that of the
measuring probe (see Subsection 3.B below).

The calibration model data base consisted of a ma-
trix of 15 X 15 combinations (300 pairs) of absorption

and scattering coefficients, which we used to equally
scan the optical properties of the ranges used in this
study (0.005 mm ' < p, < 2mm ' and 0.6 mm ' <
By < 3.5 mm '). Powell’s quadratically convergent
method?® was used for fast and efficient searching of
the calibration model’s reflectance data base for the
values of absorption and scattering coefficients that
give the least-squares fit (best match). The values
between the simulated ., and p, pairs were obtained
by cubic spline interpolation.2® The least-squares fit-
ting search was confined to reflectance values at r <
D1. The bottom layer’s optical properties were ob-
tained from fitting of the two-layer FD diffusion equa-
tions, with the top-layer optics known a priori, to the
FD reflectance measurements. The Marquardt non-
linear least-squares fitting method2® was used for fit-
ting the two-layer FD model. This method uses the
inverse-Hessian method far from the minimum,
switching continuously to the steepest-descent method
as the minimum is approached. The method works
well in practice and has been used in the field of tissue
optics as well.11,12,14

The two-layer FD diffusion model used in the fit-
ting procedures (the forward model) was used earlier
by many authors to model photon propagation in the
diffuse regime.4:20.22 A Drief description of the
model is presented to assist the reader: The diffusion
equations for the fluence rate of a two-layer medium
from an intensity-modulated source are given by

Dlvzq)l(r’ ('0) - (“‘al +.] w>q)1(r7 w) = _8(.%', Yz
Co

m

—zo)exp<j:)r) 0=z=l1l, 3

D2V2®2(r, ) — (p“a2 +J w)‘bz("a w)=0
c

0

l=z, 4)

where r = (22 + y? + 2%)VZ @, is the fluence rate for
layers i = 1,2; D, = Y5 (u,; + W) " is the diffusion
constant; w = 27f'is the modulation frequency; and c,,
is the speed of light. The refractive index is assumed
to be the same for both layers and to be equal to 1.4.
According to Kinel et al.,’* Egs. (3) and (4) are trans-
formed into ordinary differential equations by use of a
two-dimensional Fourier transform and solved to yield
the fluence solution in frequency space coordinates
b4(s, 2, w) and dy(s, z, o) for layers 1 and 2, respec-
tively, by use of the following boundary conditions20:
zero fluence rate at the extrapolated boundary, finite
photon fluence rate as r — «, and continuity of fluence
rate and flux at the boundary between the two layers.

The real-space (Fourier inversion) fluence solution
(at z = 0) is thus obtained from4

By(r, 2= 0) = - f iz = 0)sIy(sr)ds,  (5)

21
0
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where I, is the zeroth-order Bessel function. Spa-
tially resolved reflectance R(r) is obtained from the
integral of the radiance over the backward hemi-
sphere. For fitting the low-noise Monte Carlo reflec-
tance profiles we assumed a tissue—air reflective-
index mismatch, and we thus obtained the spatially
resolved reflectance from?14

R(r, w) = 0.118®4(r, z = 0) + 0.306D

d
X1 — ®yr, z, o) (6)
dz

z=0

For fitting the experimental measurements we as-
sumed a matched boundary condition, and the spa-
tially resolved reflectance was obtained from2°

d
R(r,w)=Vad(r,z=0) + V2D, e Di(r, z, )
z

z=0

(7

The phase of the detected light relative to the source
is thus obtained from

_y Im[R(r, )]

Re[R(r, w)]~ ®

0(r, ) = tan

3. Experiment

A. Measuring Apparatus

The measuring apparatus was designed to combine
both spatially resolved continuous reflectance and
spatially resolved phase-delay measurements. A
schematic view of the apparatus is shown in Fig. 5.
The apparatus is basically a homodyne digital phase-
modulation system?3?! operating at 100 MHz and mod-
ified to measure the cw reflectance from the top layer
separately.

The apparatus includes a laser module in which a
diode laser (660 nm, 20 mW; from SLI, Inc.) was used
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as the incident light source. The light from the di-
ode laser was focused, through an electronic fiber
optic switcher, into two multimode optical fibers with
core diameters of ~250 pm and a N.A. of 22. The
diode laser was electronically driven to work in con-
tinuous mode (dc) or in a modulated mode (ac). The
modulation frequency was controlled by a 100-MHz
oscillator.

A detector module is included in the apparatus:
Six photodiodes and one high-gain photodiode (Inter-
national Light, Ltd.) were used for measuring the
reflected light signal. Each of the six photodiode
detectors was connected to a low-loss transmission
fiber (New Port, Inc.; core, ~400 um; N.A., 0.25) for
collecting the top-layer reflectance from the surfaces
of the phantoms or tissues. The high-gain photo-
diode, which matches the sensitivity of a photomul-
tiplier tube using the stability of silicon, was used to
measure the spatially resolved FD reflectance data
(relative phase and cw reflectance) through a fiber
bundle (Edmund, Inc.; 2-mm diameter). The six de-
tectors were connected, by an electronic multiplexer
to switch among the detectors, to a current radiome-
ter with a wide dynamic range. The detector fibers
were mounted in a measuring probe, which was con-
trolled by a stepper motor (as described in Subsection
3.B below).

The high-frequency digitizing oscilloscope (Tektro-
nix 540) in the apparatus had a built-in analog-to-
digital converter to support high-frequency (as high
as 1 GHz) sampling to digitize the 100-MHz reference
signal received from the oscillator (at ch1; Fig. 5) and
the 100-MHz reflectance signal received from the
high-gain photodiode detector (at ch2).

A 1000-MHz PC was used for data acquisition and
for control of the fiber switcher, the diode laser driver,
the stepper motor, the detector multiplexer, and the
oscilloscope. The digitized signals were retrieved
from the oscilloscope to the PC through a general-
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purpose interface bus. A group-delay estimation al-
gorithm based on the FD was used for phase-delay
calculations.32 This technique estimates the phase
shift in terms of the delay encountered whereby this
delay is computed by means of linear regression of
the phase difference versus the frequency between
the two signals in the FD.

B. Probe Design and Reflectance Measurements

The probe is designed to measure both the spatially
resolved cw reflectance from the top layer and the FD
reflectance from the two layers. As shown in Fig. 6,
the probe head has a rotating disk that contains the
source and the detector fiber arrangements needed
for measurement of the top layer’s spatially resolved
cw reflectance. The central source fiber was used for
the top-layer cw reflectance measurements, but the
source fiber near the end of the rotating disk was
used for FD reflectance measurements. The spa-
tially resolved FD reflectance (relative phase and rel-
ative cw reflectance) could be collected at several
distances from 5 to 29 mm, obtained from rotation of
the inner disk relative to the high-gain detector fiber
bundle. For each inner-disk rotation distance
needed for FD reflectance measurements, the top-
layer cw reflectance measurements could be re-
peated. This would allow the same lateral area
probed by the FD reflectance measurements to be
scanned and local inhomogeneities to be avoided
when one is investigating real tissues. Previous
research®32-3¢ has shown that, for optimal determi-
nation of absorption and scattering properties, spa-
tially resolved reflectance measurements at both
near distances (<1 mm) and far distances (>4 mm)
are required. However, another design parameter
in our case is the probe depth of the detector position,
which places an additional constraint on the position

of the far detector(s). In this case the position of the
far detector is determined from the depth-sensitivity
profile and is related to the interface depth of the
tissue being investigated. The fiber detector ar-
rangement used for the spatially resolved reflectance
measurements of the top layer comprised detectors
located at six sites. The first four fiber detectors
were arranged at near-source distances of 0.4, 0.7,
1.0, and 1.24 mm such that the probe depth of any of
them was less than 2 mm. The fifth and the sixth
detector fibers, which are the far detectors, are mov-
able, and their position was determined from the
depth-sensitivity profile, relative to the top layer’s
thickness. The arrangement of two movable fibers
was repeated on the other side of the source fiber for
geometrical symmetry and to increase the signal-to-
noise ratio. At least 20 measurements were re-
peated to reduce the effects of noise. We eliminated
the background effect by setting the detectors to zero
before each measurement. The maximum sampling
frequency needed for obtaining the data from one
measurement was ~1 Hz (~1-s measurement time).
We then used the inverse algorithm to measure the
top-layer cw reflectance, the relative phase, and the
relative cw reflectance to extract the optical proper-
ties as described above.

C. Optical Phantoms

Solid-silicon-based tissue-simulating optical phan-
toms were used for the calibration as well as for the
experimental measurements. The phantoms were
composed of silicon host material with embedded
Al,04 scattering particles, with added dyes to simu-
late the absorption characteristics of the tissues.
The phantoms were cylindrical in shape, each with
radius of 6.5 cm and a height of 6.5 cm. Detailed
descriptions of this kind of phantom and its method of
manufacture can be found in Ref. 35. The optical
phantoms were purchased from Med Light, Inc. Swit-
zerland. One-layer and two-layer phantom sets
were purchased; the first set was used mainly for
calibration, and the second set was used for the ex-
perimental measurements.

D. Calibration

Before fitting the reflectance data obtained experi-
mentally we needed to calibrate the apparatus as
follows:

(1) Absolute intensity calibration was needed for
measurement of the spatially resolved absolute cw
reflectance used for extraction of top-layer optics.
One could do this by determining a calibration factor
from measurements of optical phantoms with known
optical properties. We determined the calibration
factor by fitting the phantom measurements to the
model results computed with the phantom coeffi-
cients. Three phantoms were used to define the cal-
ibration factor between the model results and the
measured reflectance signal. The phantoms
scanned the absorption and the scattering coeffi-
cients used in this study.
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(2) Phase calibration was also needed to account for
the phase errors caused by the instrument response.
We calibrated the phase by performing phase mea-
surements on a standard homogenous phantom with
known optical coefficients and then calculating the
expected theoretical phase (0,,) for the calibration
phantom’s optical properties. The instrument
phase error (6;,) was then estimated from 6;,, = 6, —
0,1, where 0., is the phase obtained by the measure-
ments of the calibration phantom. The calibration
phantom’s optical properties were p, = 0.005 mm !
and p, = 0.95 mm~'. For stable and accurate re-
sults the apparatus was calibrated before each set of
measurements was made.

4. Results and Discussion

In this section we present and discuss the results that
we obtained from fitting the low-noise simulated
Monte Carlo reflectance profiles. Then we present
and discuss the results of the experimental measure-
ments performed on a number of two-layered optical
phantoms.

A. Fitting to Monte Carlo Simulated Measurements

We generated low-noise Monte Carlo simulated spa-
tially resolved cw and FD reflectance profiles for two-
layer models with semi-infinite bottom layers that
had different interface depths of 2-10 mm and inter-
vals of 1 mm and optical properties. In particular,
for each interface depth value we generated 20 re-
flectance profiles with different optical properties
that spanned the ranges (0.005 < p, < 2 mm ' and
(06 < w, < 3.5 mm ') used in our study. A
Henyey—Greenstein phase function with g = 0.8 was
used to generate the Monte Carlo reflectance profiles.
The noise added to the amplitudes of the Monte Carlo
reflectance profiles (cw data) was 0.5—6% for source—
detector distances of 1 to 30 mm. For the phase
delay (FD data) the added noise was 0.005°-0.15° for
source—detector range distances of 5-30 mm. We
also added +15% errors for the a priori known inter-
face values to account for the irregular geometry of
the interface layers in real tissues and for errors in
estimating such interface depths by use of different
measurements techniques. These data provided
ideal measurements and were used to test the valid-
ity of the proposed technique and the apparatus se-
lected for various two-layer geometries.

Figure 7 shows the fits of the two-layer reflectance
amplitude data with the proposed method for two
interface depths, 3.5 and 6 mm. The results show
that fitting only part (» < D1) of the reflectance pro-
files can be sufficient to describe the top-layer reflec-
tance, even for a small layer thickness. It also
shows the applicability of the two-layer diffusion ap-
proximation model in describing the bottom-layer re-
flectance (for distances of >5 mm).

Figure 8 shows the effect of interface depth on the
measurement accuracy of the top and bottom layers’
fixed optical properties. Asshown in Fig. 8, for short
interface depths (<4 mm) the accuracy of the top-
layer absorption is less than that of thicker interface
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depths (>5 mm). This is so mainly because of lim-
itations on the position of the far detector needed in
the spatially resolved reflectance measurements
when one is investigating top-layer thicknesses of <4
mm. Our results agree with previous research re-
sults,?-33:34,36 which show that obtaining the absorp-
tion coefficient from spatially resolved reflectance
measured only at close source distances reduces the
sensitivity and the accuracy of the results obtained.
However, the accuracy in measurement of the other
optical parameters including top-layer scattering
shows insignificant changes with the interface depth
of the top layer.

The mean and maximum errors in the estimated
four optical parameters that characterize the two-
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layer medium, namely, top-layer absorption and scat-
tering coefficients p,; and p,; and bottom-layer
absorption and scattering coefficients 5 and p,, are
summarized in Fig. 9. For top-layer thicknesses of
<4 mm the mean error for the top-layer absorption is
relatively high [~14%; Fig. 9(a)]. The maximum er-
rors (~23%) result in very thin interface depths (~2
mm) and low absorption coefficients (0.005 mm ).
Figure 9(b) shows the mean and maximum errors in
the absolute optical properties for interface depths of
5-10 mm. The mean errors for estimating the top-
layer properties were 8% and 4% for the absorption
and scattering coefficients, respectively. The mean
errors for estimating the bottom-layer properties
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Fig. 9. (a) Absolute values for the mean and the maximum errors
for interface depths 2 mm < 1 < 5 m and (b) absolute values for the
mean and the maximum errors for interface depths 5 mm </ < 10
mm.

were 7% and 6% for the absorption and scattering
coefficients, respectively. In addition, if the only a
priori information about the interface depth is that it
is more than 5 mm, the actual interface depth can
also be determined from the nonlinear regression re-
sults of the two-layer diffusion model, although with
relatively higher errors of 15-20%. Thus, for such a
range of interface depths (5-10 mm) the five optical
properties that characterize this two-layer geometry
can be estimated with reasonable inaccuracy (<20%)
within a relatively short time (~1 min).

It should be noted that the concept of the Monte
Carlo diffusion hybrid model?! is included implicitly
in such a method. Although the accuracy of mea-
surement of the estimated top-layer absorption is less
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than that obtained from the hybrid Monte Carlo dif-
fusion model calculations,?2 the time needed to esti-
mate all the optical parameters is greatly reduced.

However, an important conceptual problem in this
method is that the accuracy of measurement of the
bottom-layer optics can be influenced by the errors in
estimating the top layer’s optical properties. As was
shown above, the top-layer errors can be as large as
~20% for two-layer models with thin top layers (2—3
mm). In addition, these top-layer estimation errors
increased more in a clinical context because of the
effect of the contact probe on absolute reflectance
measurements and because of the deviation of the
actual phase function from the assumed Henyey—
Greenstein phase function. Thus it is of particular
importance to evaluate the influence of such top-layer
errors on the estimated bottom-layer optics. We did
so by performing bottom-layer fittings for a number
(~50) of two-layer models that had different optical
properties and top-layer thicknesses within the range
used in our study. The optical properties known a
priori were used in the fitting after errors of 10—80%
were added. We determined the errors in top-layer
optics that result in bottom-layer errors of >20%, the
standard for acceptable uncertainty for most of the
qualitative assessments when ideal measurements
are assumed. Initial fitting results showed that the
influence of top-layer errors on bottom-layer errors
depends to a large extent on the top layer’s thickness.
We found that, for top-layer thicknesses of 2—6 mm,
errors of 50—60% in top-layer optics will result in
errors in bottom-layer optics of >20%. For top-layer
thicknesses greater than 7 mm the influence of top-
layer errors on bottom-layer errors increases; it is
maximum for top-layer thicknesses of ~10 mm. Er-
rors of 35-50% in top-layer optics result in errors in
bottom-layer optics of >20%.

We can conclude from these results that, assuming
ideal measurements, the method should be useful for
a two-layer model with a top-layer thickness of [ > 5
mm. However, for a two-layer model with a thin top
layer (I < 5 mm) the results obtained showed rela-
tively high errors for the top layer absorption coeffi-
cients as a result of the use of reflectance
measurements performed mainly at close source—
detector distances only (i.e., near-source measure-
ments). It should be noted that for two-layer media
with / < 5 mm and with different phase functions
other than the Henyey—Greenstein phase function

Table 1. Three Two-Layer Phantoms Used for Experimental

Measurements
Phantom

Optical Property PH1 PH2 PH3
Mgy (mm™1) 0.05 0.025 0.125
Mgy (mm™1) 1.5 1.5 1.5
Mo (mm™1) 0.005 0.025 0.025
Mo (mm™1) 0.95 3.5 0.48
L (mm) 5 10 2
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that is used in the analysis, the errors in the top-layer
absorption may increase even more, and additional a
priori phase-function information, for example, 1 —
g1/1 — 25,3738 may be needed for fitting results with
reasonable accuracy. In addition, when the aim is to
measure the bottom-layer optics through an inter-
vening top layer, the method can be useful for any
two-layer model with 2-10-mm top-layer thickness.

B. Fitting to Measurements on Two-Layer Phantoms

Experimental measurements of tissue-simulating op-
tical phantoms were made to validate and test the
proposed technique. For this purpose we used three
two-layered solid phantoms with different interface
depths (/ = 2, 5, 10 mm) and different optical prop-
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Fig. 10. Experimental data obtained from phantoms PH1, PH2,
and PH3 reflectance measurements: (a) cw reflectance measure-

ment, (b) phase-delay measurements.
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Fig. 13. Absolute errors in measurement of the phantoms’ optical properties:

bottom-layer absorption, (d) bottom-layer scattering coefficients.

erties (at 630-nm wavelength), as summarized in Ta-
ble 1.

The optical properties of the first phantom (PH1)
and of the third phantom (PH3) approximately sim-
ulate those of dark skin and of the underlying layer of
fat and muscle, respectively.2236 The optical prop-
erties and top-layer thicknesses of the second phan-
tom (PH2) simulate to some extent those of the adult
brain and the overlying skin and skull tissues (thick-
ness, ~10 mm).16.17

The results of the measurements (phase and reflec-
tance) performed on the three phantoms (PH1, PH2,
and PH3) are shown in Fig. 10. The errors in the
reflectance measurements are in the range 3-5%
along radial distances of 5-28 mm. The use of a
high-gain silicon photodiode with an ~82-dB linear
response with the digital phase-detection method re-
sults in typical phase-measurement errors of 0.5°
along radial distances of 5-20 mm and increase to
0.8° for radial distances greater than 20 mm. The
effect of the highly absorbing top layer in PH3 ap-
peared in the reflectance amplitude attenuation;
those of PH1 and PH2 appeared for near-source dis-
tances. However, the reflectance profile for PH3 in-
creased (for r > 10 mm) because of the low
attenuation coefficient of the phantom bottom layer.
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We can observe from Fig. 10 the slope of the mea-
sured reflectance profile for PH2 that is steeper than
those of PH1 and PHS3 as a result of the highly scat-
tering bottom layer of this phantom. We fitted the
three phantoms’ experimental measurements (reflec-
tance and phase), using the proposed method. The
maximum time needed for the apparatus to measure
and estimate each of the optical properties of the
phantoms is less than 1 min. The fits of the exper-
imental measurements (reflectance and phase) ob-
tained from phantoms 1 and 2 are shown in Figs. 11
and 12, respectively. As shown in Figs. 11 and 12,
we have used mostly far-distance (>5 mm) measure-
ments in fitting the bottom-layer optics of phantoms
with thick top layers. We did this to increase the
bottom layer’s fractional signal contribution to the
total detected signal, thus increasing the accuracy of
the bottom-layer optics required. In addition, theo-
retical results have shown that the inclusion of near
source distance when one is fitting the two-layer dif-
fusion model does not improve or significantly affect
the accuracy of the bottom-layer optics obtained.
The errors in the estimated optical parameters ob-
tained from the fitting results are summarized in Fig.
13. The accuracy of the optical parameters of PH1
was ~15% for the bottom layers. For the top layer
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the errors increased to ~18% and ~28% for the scat-
tering and absorption coefficients, respectively. For
PH2 the fitting of the bottom optical properties re-
sulted in errors of ~15% and ~18% for the scattering
and the absorption coefficients, respectively. For
the top layer the errors were ~12% and ~17% for the
scattering and the absorption coefficients, respec-
tively. Fitting of PH3 reflectance and the phase
measurements with the proposed method (results not
shown) has not produced satisfactory results (~50%
errors) for the top-layer optical properties. How-
ever, the inaccuracy of the bottom-layer optical prop-
erties is (<20%) in spite of the large errors measuring
in the top layer’s properties, as shown in Fig. 13. We
also present measurements of semi-infinite phan-
toms PH4, PH5, and PH6, which have the same
bottom-layer optical properties as PH1, PH2, and
PH3, respectively. Such measurements of semi-
infinite phantoms serve as hypothetical measure-
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Fig. 15. Absolute errors of the bottom-layer optical properties
(absorption, top; scattering, bottom) of PH1, PH2, and PH3 as
obtained from three measurement techniques.

ments made directly of the bottom-layer optics of the
two-layer phantoms used in our study. As shown in
Fig. 14, the effect of the overlying top layer on the
reflectance profile is significant for the slope of the In
r’R reflectance measured for PH1 and PH2. The
effect is maximum for PH2 and minimum for PHS3.
We also compared the accuracy of the phantoms’
bottom-layer optics obtained with the proposed mea-
surement method with those obtained from measure-
ment at only far-source—detector distances (>1.5 cm)
and for use of the semi-infinite diffusion model for
fitting.

The error results that we obtained from measure-
ments with semi-infinite phantoms PH4, PH5, and
PH6 are summarized in Fig. 15 for comparison. The
results in Fig. 15 show that obtaining the bottom
layer from far-detector measurements does not pro-
vide a real estimate (errors of as much as ~50%) of
the optical properties of that layer, and the effect of
the top layer should also be taken into consideration
during analysis of PH1 and PH2 reflectance measure-
ments. The results also show that the proposed
method accounts for the top-layer effect and esti-
mates the bottom layer’s optical properties with ac-
curacies comparable with those obtained with
hypothetical measurements made directly of the bot-
tom layer with the top layer removed (the semi-
infinite phantoms).

5. Conclusions

We have presented a method based on statistics on
the propagation of photons within certain depths in-
side tissues for obtaining the optical properties of
two-layer turbid media. We have developed a reflec-
tance apparatus that extracts the top layer’s reflec-
tance separately from the spatially resolved absolute
cw reflectance and then extracts the bottom layer’s
optical properties from the relative frequency-domain
reflectance. Although the method can be used with
two-layer geometry that has a top-layer thickness of
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[ < 4 mm, providing a priori phase-function informa-
tion, its optimum applicability in practice appears to
be for tissues with top-layer thicknesses of >5 mm.
Such a model can simulate many-layered tissues
such as muscle and overlying tissues or brain and
overlying skull tissues. The method has also proved
to be useful when the aim was to measure only the
bottom layers of tissues with superficial layer thick-
ness / (2-10 mm), for example, in measuring muscle
oxygenation through thick overlying layers of skin
and fat. For such geometries the effect of top-layer
on bottom-layer reflectance is significant because the
bottom layer’s optical properties cannot be deter-
mined accurately from measurements of the far-
source—detector distance, and the effect of overlying
layers should be quantified. The method can be ex-
tended and used to investigate multilayer tissues
with n number of layers with known thickness.
With this approach the time needed to extract the
optical properties of a multilayer turbid medium can
be greatly reduced. That this is so can be explained
conceptually because we transform the domain of
search in the inverse problem from searching for 2n
parameters simultaneously to searching for only two
parameters simultaneously n number of times. The
reduction of time is more significant in increasing the
number of layers that characterize the multilayer
media. The apparatus and method described here
can easily be used with any multilayer tissues (more
than two layers) by selection of a limiting source—
detector position for each layer and generation of
frequency-resolved (100—1000-MHz) reflectance pro-
files such that the nth-layer optical properties could
be estimated from these frequency-resolved reflec-
tance profiles measured at the corresponding detec-
tor position (dn), assuming the n — 1 layer properties
previously deduced sequentially. Future research
will involve applying the method to three- and four-
layer phantoms with particular focus on the geome-
try of the brain and overlying tissues.
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Yasser Abd Aziz for technical assessment. The au-
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