Iterative Deconvolution-Interpolation Gridding
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Introduction
A convolution-interpolation algorithm—the gridding algorithm—is widely used to reconstruct images from nonuniform samples in k-space. The gridding algorithm consists of: (1) compensating the data for nonuniform sampling by multiplying by a suitable sampling density compensation function (DCF); (2) convolving the compensated data with a small-width kernel sampling the result onto a rectilinear grid; (3) Fourier transform (FT) the data into image space; and (4) compensating for signal roll-off introduced by the convolution, by dividing by the FT of the convolution window [1]. Although this algorithm is efficient and stable, it is non-optimal and artifact-prone [2]. Calculation of the optimal DCF has proved a difficult and long-standing problem, and step (4) results in large signal wings at the image periphery. Other gridding solutions often include truncation and/or approximations that affect reconstruction accuracy in a non-deterministic way, such as the BURS method [3]. Moreover, the calculation of gridding coefficients and/or the DCF is almost always computationally exhaustive [3,4] or requires regularization [3]. This is intolerable in situations where the k-space trajectory must be changed. Here, we present a more accurate, yet simple, solution. Instead of the convolution-interpolation operation which depends on the DCF used, a deconvolution-interpolation process is performed that is more accurate and does not need density compensation. The deconvolution is implemented by solving a sparse linear system using the conjugate gradient (CG) method.

Theory
Let $M$ be the continuous FT of the object to be imaged. Assume that k-space is well-covered by the sampling trajectory and the imaged object is of finite-support. The nonuniform samples are related to the data on the grid with a sinc-function interpolation, that is,

$$M(k) = \sum \theta M(k_i) \text{sinc}(k-k_i),$$

where $\{k_i\}_{i=1,L}$ are the $L$ trajectory sampling locations and $\{k_n\}_{n=1,N}$ are the $N$ sampling grid points. Stacking the nonuniform and uniform samples in column vectors $m_u$ and $m$, respectively, the interpolation can be written in a matrix form as $m = Am$, where the dense matrix $A$ contains the sinc interpolation coefficients. Solving for $m$ is impractical as the size of $A$ is prohibitively large. However, replacing the infinite sinc function with a small convolution window, yields the sparse linear system, $m = Cm_u$, where $C$ is an interpolation matrix with a small-width kernel $C(k)$ and $m_u$ is a vector of uniform samples. This interpolation is accurate since it is performed on a uniform grid. This linear system can be inverted efficiently using the CG method, since C is sparse. The inversion is essentially a deconvolution of $M(k)$ with the convolution kernel $C(k)$ sampling the result onto a rectilinear grid. The same sparse-system formulation has been used previously with a quite different system matrix [4]. The relationship between $m_u$ and the desired true object $m$ is the weighting by $1/c(r)$ caused by the deconvolution, where $c(r)$ is the FT of $C(k)$ and $r$ is the position vector in image space. This effect is eliminated by multiplying in the central part by $c(r)$.

Experiments
Axial gradient-echo spiral scans of healthy volunteers were done on a 1.5T GE CV/i system (GE Healthcare, Waukesha WI; 32 spiral with 4096 samples each; 24 cm FOV; 5mm slices; TR/TE = 51/2.5 ms; 60° flip angle). Images were reconstructed onto a 512x512 grid with a rectilinear grid; (3) Fourier transform (FT) the data into image space; and (4) compensating for signal roll-off introduced by the convolution, by dividing by the FT of the convolution window [1]. Although this algorithm is efficient and stable, it is non-optimal and artifact-prone [2]. Calculation of the optimal DCF has proved a difficult and long-standing problem, and step (4) results in large signal wings at the image periphery. Other gridding solutions often include truncation and/or approximations that affect reconstruction accuracy in a non-deterministic way, such as the BURS method [3]. Moreover, the calculation of gridding coefficients and/or the DCF is almost always computationally exhaustive [3,4] or requires regularization [3]. This is intolerable in situations where the k-space trajectory must be changed. Here, we present a more accurate, yet simple, solution. Instead of the convolution-interpolation operation which depends on the DCF used, a deconvolution-interpolation process is performed that is more accurate and does not need density compensation. The deconvolution is implemented by solving a sparse linear system using the conjugate gradient (CG) method.

Conclusions
The new algorithm provides accurate image reconstruction from arbitrary k-space trajectories without grid subsampling, as is required in other methods [1,5]. This saves memory and allows smaller FOV and increased resolution. Density compensation is embedded in the deconvolution step. The inherent regularization in the CG method assures stability of the deconvolution process. Construction of the gridding matrix is simple and fast and no regularization is needed. This is useful for changing k-space trajectories.
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